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Simple scenario for

o Three tasks that
are shared on 3
processors ;
ncrease cache | Asymmetric multiprocessing (AMP)
foo&prim&, ‘
Locking
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Cpu caches

o L1 32K daka/32k code
(4 cycles = 1.3ns)
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o L3 ¥M(4M). 24 cycles = Fns Al bl el I O N
o Local memory = &EOns,

o Remwote memory = 100ns,



ASM? advantages

o Single threaded execution passibiﬁ. Rack ko Ehe cl.aujs
of the single processor for Limited pieces of code.

o Less campi.ex Logi,«z:
o Easter to mainkain

o Full exploitation of hardware speed requires full
exploitation of processor caches and reducing
cacheline bouncing. Some large piece of code must
be running in a hardware context for a reasonable
amount of time.



Problems

o Tasks mustk be doable with khe
resources available i one hardware
cownbkexk

o Unbalanced execution

o Coumnter to current scheduler design.,



How to do ik in
sowme fashion now

o Reskrick inik ko one processor on
bm;:-&u,p

o Isolake cpus o Limik scheduler.

o You can pim Fasks U user space and
selt real Ekime prmr&&ms o avold S
interference,



Potential uses of
ASMPT n the Kernel

o Reclaim/Swap/Writeback
o Compaction/mMigration/Ksm

o Exploitation of cpus with different hardware
characteristics (low power processing cores on ARM?)

o RCU
e Time processing

o Deferred tasks

o Subsvsﬁem sPeﬂiﬁﬂ repeated actions (networking fe)
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Performance issues
with many cores

o £0 cores using x¥&
processors

Intel® MIC Architecture:
An Intel Co-Processor Architecture :

o 1ks ... umivvm... too
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Many cores and many, many more threads

o GPU technology shows
Ehe way ahead.

Standard IA programming and memory model




evolution

The 38th TOP500 List as of November 2011
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. f System Peak Flops/'s

_'. System Memory

Node Performance

: Node Memory BW

Node Concurrency

Interconnect BWY

§ System Size (Nodes)
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The

o Not running
Liux

present (&PUs)
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Kepler Block
Diagram

o Different
Frogrammihg
paradigm

8 SMX H | R
1536 CUDA Cores I Y | SIS S
* 8 Geometry Units '
* 4 Raster Units
o Inkel is ﬁOx&CkEJ’\S » 128 Texture Units
up here! § * 32 ROP units
‘ + 256-bit GDDR5

o Fundamental
challenge to 0S
desigh.,
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The ugly future

o Exascale supemampuéers are ptammeci to
have millions to billions of cores.

o Linux must suppor% massive parattet&sm‘
o Fine grained locking is impossible.

o Parallel processing requires for
Ferﬂfcwrmo\m:@. in the future,
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Conclusion

o Any ideas how to
address these issues?




Performance to d"*j

o Cache fuo&prim&
o Bouhcing cachelines

o Atomic opera&icms

o Best Par{ormamae Ls
a small function
that touches a
Limited amount of
mMenory.
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